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Abstract. To assure software quality and reliability, software testing is a tech-
nique that has grown in importance over the years. However, testing can in-
crement development costs in about 50% of the project’s total cost. TaRGeT
was created as an alternative to reduce these costs by proposing a systematic
approach in which test suites can be automatically generated from use case
specifications. TaRGeT has been used in different contexts and can be extended
by other clients to be customized according to their specific needs.

1. Context and Motivation
Software testing has been one of the most used techniques for achieving software qual-
ity and reliability. Despite the fact that it is an important software development activity,
testing software systems can be expensive. Studies suggest that testing often takes ap-
proximately 50% of the total software development cost [Ramler and Wolfmaier 2006].
So it is important to figure out a way to automate and improve the productivity of testing
activities, ranging from test design to execution.

One of the approaches for automatic test generation is Model-Based Testing
(MBT). In order to automatically generate test cases, MBT accepts two main inputs: a
formal model of the System Under Test (SUT) and a set of test generation directives,
which guide the generation process. The bottleneck of MBT is often the creation of the
SUT’s formal model, which requires engineers to have formal modeling expertise.

TaRGeT was designed to minimize this bottleneck by automating a systematic ap-
proach for dealing with requirements and test artifacts in an integrated way, in which test
cases can be automatically generated from use cases scenarios written in natural language,
which are used to automatically derive the system model that is transparent to the users.
For this, TaRGeT defines a template for the use cases in which it is necessary to provide
information about the user action, the system state and the system response for each step
of the use case. It is possible to reuse the steps when creating alternative and exception
flows.

The tool also provides a GUI for guiding the user to generate test cases. TaRGeT’s
test case format contains information about the use cases and requirements related to the
test, as well as the steps and its expected results and the test initial conditions. The user
can describe the system inputs in the text of the test. It is important to highlight that
automatic execution is not part of the scope of TaRGeT and the test cases that it generates
are designed for manual execution.

TaRGeT’s main benefit is a significant increase on productivity, for example, in-
stead of having people to maintain and create a large number of test cases, with TaRGeT



it is possible to concentrate efforts on properly describing a much smaller number of use
cases and then have the tool generate several test cases from each use case.

2. Main Features
The main functionality of TaRGeT is the automatic generation of test suites from use
case scenarios written in natural language. In addition, other tool’s important features are
listened in the following subsections.

2.1. Controlled Natural Language Verification
The use case specifications used as input in TaRGeT’s test generation process are written
in natural language (NL), in order to facilitate the tool’s usage. However, NL descriptions
may be ambiguous and inconsistent. As a consequence, the interpretation of software
requirements and test cases will depend on readers experience. TaRGeT’s Controlled
Natural Language (CNL) was created as an optional feature to improve the process of
text verification and to minimize possible mistakes into the code and in the testing phase.

A CNL is a subset of an existing natural language. Basically, a CNL defines some
writing rules and a restricted vocabulary in order to avoid authors to introduce ambiguities
into their texts and also to define a standard to be followed throughout an organization.
TaRGeT’s CNL is implemented by the CNL Advisor view at the workbench, as showed
in Figure 1. The CNL contains a vocabulary, the CNL Lexicon, where the words are
stored in different grammatical categories and a CNL Grammar that recognizes the use
case documents sentences.

The current implementation only supports documents written in American En-
glish. However, this can be extended to other languages because the CNL’s parser receives
as input XML files containing the lexicon and the grammar rules. So it is only necessary
to provide new versions of these files according to a specific language. TaRGeT’s CNL
recognizes and processes the sentences from the user action, system conditions and sys-
tem response fields in the use case document template.

Figure 1. CNL Advisor

There are two categories of errors in TaRGeT’s CNL implementation: lexicon
and grammar faults. The CNL Advisor displays both types of errors and additional
information about the sentence, use case step and imported document where the error was
found, as showed in Figure 1.

Lexicon faults are displayed when a word present in a sentence from the use case
document is not found in the lexicon. To correct this type of error the user can add
unknown words in the lexicon or replace it by a synonym present in the lexicon. Words



like features and application names and acronyms should be written between quotation
marks to not be considered by the parser, like in the following: Start the “Microsoft
Word” application, The “GPS” is turned on.

Grammar faults will be displayed when all words in a sentence are recognized by
the lexicon and the sentences is not grammatically correct. To correct this type of fault
the user should try to re-write the sentence in accordance to the CNL grammar.

TaRGeT’s CNL helps to avoid spelling errors like “Scrol down the page” and
grammatical errors as “Go to the Inbox folder and selects a message”. In addition, it
restricts the vocabulary and avoid ambiguities in the generated tests.

2.2. Test Case Selection

One advantage of the usage of TaRGeT is the possibility to generate a great number of
test cases only writing few use cases specifications. However, due to time or budget
restrictions, it is often not possible to execute all generated tests. TaRGeT provides some
filters that allow the user to select the test cases according to different criteria, such as
requirements, use cases, test purpose and similarity of test cases. The generated test suite
is the result of these filters combination. If no option is chosen, the tool generates test
cases for all possible scenarios. The following items describe the test selection filters:

• Requirements and Use Cases Filter: through this filter, the user is able to gener-
ate test cases that cover specific requirements and/or use cases.
• Similarity Filter: with this filter, the user can select test cases based on similarity

[Gadelha et al. 2009]. The tool discards the most similar test cases based on the
percentage informed by the user. For instance, it is possible to restrict the test
suite by removing the 30% most similar test cases. For this, the user must set the
scale to 70%, indicating that the generated test suite will contain the 70% most
distinctive test cases.
• Test Purpose Filter: this filter allows the user to select test cases using test pur-

poses. A test purpose is an abstract description of a subset of the specification, al-
lowing choosing behaviors to test and, consequently, allowing reducing the spec-
ification exploration. A test purpose is composed of a sequence of steps. The
operator * can also be used and means any sequence of steps. For example, if the
test purpose is defined as [*;4M], it means that the tool shall select all test cases
finished on 4M.

2.3. Test Suite Consistency Management

When requirements evolve and it is necessary to regenerate the tests, information added in
the test suite, like test’s description and objective, and the selection of tests that have been
performed before are lost. In addition, these modifications performed in the use cases can
generate new tests with id’s that were already in use by other tests in an old suite. TaRGeT
Consistency Management (CM) was conceived to solve this problem and to maintain the
consistency of different test suites generated over the time. The algorithm has two main
steps: comparison and merging.

In the comparison step, the new test suite generated after the modifications made
in the use cases is compared with an old one in order to find a relationship between new



and old test cases. This functionality is implemented by comparing the steps of the test
cases using the Levenshtein’s word distance algorithm [Levenshtein 1966].

When the comparison is done, the system returns to the user a list of new and
old test cases and the percentage of similarity between then. By selecting two tests, the
user can visualize the steps that are different in each one, as show in Figure 2. The system
automatically associates tests that have a similarity percentage grater than 95%. However,
it is possible to change these associations manually and to configure the percentage of
automatic association. Tests that have been added to the suite are marked as new because
they don’t match any old tests.

The second step occurs when the associations between tests are done and it is time
to generate the test suite. In this stage the system performs a merge between correspond-
ing new and old tests, keeping any information that the user has added in the suite and
preserving the tests selection. Besides, TaRGeT assigns id’s that are not in use to the tests
marked as new, assuring the consistency of the resulting test suite.

Figure 2. Test Comparison in Consitency Management

3. Architecture

The TaRGeT implementation is based on the Eclipse RCP architecture [RCP 2010] and
it is developed as a software product line [Clements and Northrop 2002] to answer cus-
tomers particular needs with a significant reduction of the effort and cost required to
implement product variations. Figure 3 shows how the dependences between the imple-
mented plug-ins are organized.

The main responsibilities of the application are distributed in four distinct basic
plug-ins.



Figure 3. Dependencies between plugins

• TaRGeT Core plug-in: responsible for system starting up and setting up the
workspace and perspective of the RCP application.
• Common plug-in: implements basic entities to represent use cases documents and

test case suites. Beside that, it contains parsers for different input formats and
provides support to new implementations for new input formats.
• Project Manager plug-in: contains operations and exceptions to handling projects,

test case generation algorithm, basic GUI components to be extended in the im-
plantation and support for implementing variabilities to make TaRGeT compatible
with different formats of input use case documents.
• Test Case Generation plug-in: generates test case suites in different formats and

provides support to extend TaRGeT with new implementations for different output
formats.

4. Brief Comparison with Other Related Tools
There are many model based testing tools like TaRGeT. In this section we chose two tools
to make a brief comparison with TaRGeT: AsmL Test Tool and Conformiq. The Table 1
summarizes the main differences among the tools.

AsmL Test Tool – it was developed by Microsoft and uses AsmL (Abstract State
Machine Language) that is an executable modeling language which is fully integrated in
the .NET framework and Microsoft development tools [Barnett et al. 2004].

Conformiq [Conformiq 2010] – is a tool for automatically designing and creating
test cases. It uses as input system models in Java and UML compatible notation, mathe-
matically calculates sets of test cases and exports the test cases in the format chosen by
the user that can be TCL, TTCN-3, Visual Basic, HTML, XML or Python.

5. License
TaRGeT is an open source software whose code and documentation are covered by
the MIT license [MIT 2010]. The complete license text and the tool can be found at
[TestProductLines 2010].



Table 1. Comparison among tools.
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