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Abstract. In some domains, such as the mobile application domain, functional tests may not be feasible to automate due to limited test automation technology (multimedia support, etc.) or high cost to port automated tests for different phone models and operating systems. In this context, test teams should be able to estimate the effort required to manually execute tests on schedule.

Although several effort estimation approaches have been proposed over the years, none of them are appropriate for estimating manual test execution effort. The main reason for that is the lack of size measures for test projects. In this paper, we present execution points, a measure for the size and execution complexity of tests that is calculated based on test specifications. We also show how to estimate manual test execution effort and capacity based on this measure. Finally, results from an empirical study suggested the viability of our proposed measure.
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1. Introduction

A usual activity performed to ensure quality is software testing. In fact, software testing is being considered so important that an organization can allocate teams exclusively for testing activities in order to achieve unbiased test results [1]. Mainly in such situations, test managers should be able to estimate the effort required to perform their test activities on schedule, justifying requests for more resources or new deadlines. Otherwise, there may occur schedule overrun or overtime.

Several estimation approaches and models have been proposed over the years for estimating software development effort [2] (e.g. Function Point Analysis (FPA) [3] and COCOMO [4]). Regarding testing effort, Test Point Analysis [5] is an approach similar to FPA used for estimating the effort of the whole testing phase of a given information system. However, these approaches do not estimate the effort required to execute a given set of tests, since their estimates are based on software size and development complexity instead of test size and execution complexity [6]. For this reason, estimates made by test teams are usually based on expert judgment [7], which generally is subjective and not repeatable.

This work presents a new approach for estimating the effort required to manually execute functional tests, which is a problem specially important in the context of embedded systems (e.g., mobile applications) and other domains that demand high manual test execution effort. For instance, it is very hard to automatically test the quality of videos and sounds of mobile applications and to port and maintain automated tests considering all different existing phone models and operating systems. In practice, these types of tests are executed manually.

In previous work [6], we proposed a measure for test size and execution complexity (called execution points) and its measurement method. In another work [8], we presented a manual test execution effort estimation model and run an initial evaluation using a small data set. In this paper, we extend previous works by proposing a new manual test execution capacity estimation model that is based on execution points. We also evaluated the use of execution points for estimating manual test execution effort by running a case study that considered
The remaining of this paper is organized as follows. Section 2. presents the measure for test size and execution complexity (execution points) and its measurement method. Then, Sections 3. and 4. respectively show how to estimate manual test execution effort and manual test execution capacity based on execution points. After that, Section 5. presents empirical results that suggest the viability of our approach. Finally, Sections 6. and 7. present related work and our final conclusions.

2. Test Size and Execution Complexity

Test teams may not have enough resources or time to execute all tests of an application when features are being developed or changed. For this reason, only a subset of existing tests is selected for execution. To enable the effort estimation for executing any given set of tests, we propose a measure for test size and execution complexity that is calculated based on test specifications.

Tests are usually specified in terms of pre-conditions, procedure (steps, inputs and expected outputs) and post-conditions [9]. These specifications are commonly written in natural language, often leading to problems such as ambiguity, redundancy and lack of writing standard (level of detail, structure, etc.). All these problems make difficult to understand and estimate test size and execution complexity.

In this work, we consider that tests are written in a standardized language. In a simplified way, each sentence (test step) of the test specifications conforms to the following structure: a main verb and zero or more arguments. The verb identifies the action of the test step to be performed during the test. The arguments provide additional information about the action represented by the verb.

For instance, the sentence *Start the message center* has the verb *start* (action of starting an application) and the required argument *the message center* (application to be started).
The details of our proposed measure and its measurement method are presented next.

2.1 Execution Points

Regarding the presented specification language, we can automatically read testes and measure size and execution complexity. By test size, we mean the amount of steps required to execute the test. We consider test execution complexity as the difficulty of interaction between the tester and the tested product during test execution. These definitions are adaptations of the idea of size and development complexity for software products [10] [11] [12].

The proposed measure, called Execution Points (EP), should reflect the amount of work need to manually execute tests. Basically, this measure is based on the amount of test actions (steps) and the functional (data input, screen navigation, etc.) and non-functional (use of network, etc.) characteristics of the tested application and system environment that are exercised by the action.

2.2 Execution Points Measurement Method

Fig. 2.2 illustrates how we measure execution points. First, (a) we individually analyze each test step of the test specification. This step by step analysis was defined with the objective to support the measurement method automation. We analyze each test step according to a list of characteristics ($C_1$ to $C_n$).

These characteristics represent some general functional and non-functional requirements exercised when the test step is executed. Examples of possible characteristics are number of navigations between screens, number of pressed keys and use of network. Each characteristic considered by the method has an impact on the size and execution complexity of the test and, consequently, on the effort required to execute the test. (b) This impact is rated using an ordinal scale (Low, Average and High). As described later, a Delphi approach can be used to choose the set of relevant characteristics and to define guidelines to help the selection of the more appropriate impact level for each characteristic.
After that, (c) we assign execution points for each characteristic according to its impact level, transforming the qualitative rate (impact level) into a quantitative value. For instance, a characteristic $C_1$ rated with the Low value can be assigned to 30 execution points. However, a more relevant characteristic rated with the Low value may be assigned to a higher number of execution points. Again, guidelines are provided for assigning the correct value for each possible characteristic value.

To calculate the total number of execution points of a test step, (d) we sum the points assigned for each characteristic. Then, (e) we measure the size and execution complexity of a test by summing the execution points of each one of its test steps. In practice, we need to measure the size and execution complexity of test suites (set of related tests). For that, we measure the execution points of each test specifications. Then, the sum of these points represents the size and execution complexity of the whole test suite.

The presented measurement method should be configured according to the target application domain in order to maximize the estimation accuracy. During the test execution effort estimation, all test steps are analyzed according to a list of characteristics, which may

Figure 1: Assigning execution points to a test case.
depend on the target application domain. For instance, the use of phone keys and the use of mobile network are respectively examples of a functional and a non-functional requirement on the mobile application domain.

Our method is configured as follows. The Delphi method [13] or a survey can be used for obtaining a consensus from a group of experts about the list of relevant characteristics. In addition, experts have to define the possible values of each characteristic. For example, if the type of camera is selected as a relevant characteristic for test size and execution complexity, its possible values would be automatic shooting, required manual zoom or use of flash.

After that, experts should group these values into three impact levels (low, average and high). The choices are made based on the impact of each value in the test size and execution complexity. Guidelines should be created to help the testers to choose the more appropriate impact level of a test step according to each characteristic.

Finally, the experts must define the number of execution points to be assigned for each impact level of each characteristic. The experts can proceed as follows. Each characteristic is weighted from 1 to 10. These weights indicate the significance of each characteristic for the test size and execution complexity. Then, the experts give a weight from 1 to 10 for the levels Low, Average and High of each characteristic. These weights indicate the significance of each level for the characteristic. After that, the number of execution points assigned for a level is calculated by multiplying its weight by the weight of its characteristic. The list of relevant characteristics, their values and weights can be updated periodically.

3. Test Execution Effort Estimation

The execution point counting of a test suite gives us a reference about its tests size and execution complexity. We believe that this is the most important information for estimating test execution effort. As presented next, we investigated the use of some estimation models based on the execution points measure.
3.1 Test Productivity-Based Model

The estimated effort can be calculated based on the execution point counting and a conversion factor (CF). This conversion factor represents the relation between test execution effort and execution points, which varies according to the productivity of the test team. The CF is given in seconds per execution point, indicating the number of seconds required to execute each execution point of a test.

For calculating the conversion factor, testers can measure the test size and execution complexity of several tests. Then, the execution time of the tests should be collected from a historical database (if available) or by executing them. The conversion factor is calculated by dividing the total effort by the total number of execution points. This information is then used for estimating the execution effort of new test suites, by multiplying its number of execution points by the conversion factor.

For instance, a test manager can verify a conversion factor of 3 seconds per execution point. Using this value, a new test with 120 execution points is estimated to be executed in 6 minutes. Similar approach is used by other existing estimation models [3] [5] [10].

In this approach, we assume that the test productivity and environment conditions are stable over time. For example, improvements in the test team, tools or environment may change the test productivity and consequently the conversion factor. In this case, the conversion factor should be recalculated using data collected after the improvements.

3.2 Regression Model

In this approach, we use stepwise regression (SWR) [14] to build a regression model, that is a mathematical equation relating independent (predictors) and dependent (response) variables. SWR is a statistical technique that builds a regression model by adding and possibly removing independent variables one-at-a-time until some stopping rule is satisfied. Basically, the main goal is to find the best set of predictors (cost drivers) and to build an equation to explain the variation in the response (effort):
\[ \text{Effort} = \alpha + \beta_0 \text{EP} + \beta_1 D_1 + \ldots + \beta_n D_n \]  

(1)

where \( \text{EP} \) is the number of execution points of the tests, \( \text{Effort} \) is the effort to execute the tests, \( D_1 \) to \( D_n \) are cost drivers for test execution selected as good predictors by the regression analysis (e.g., team experience, software stability, etc.), \( \alpha \) and \( \beta_0 \) to \( \beta_n \) are model coefficients defined during the regression analysis. A general linear model [14] can also be used to consider interactions between cost drivers and test size. Historical data about test execution and cost drivers are required to run the regression analysis.

4. Test Execution Capacity Estimation

It is important to know the current capacity of test teams for executing tests in order to plan their schedules and resources. In general, the capacity of a test execution team is measured by the number of tests or test suites (group of test cases selected according to some criteria) that can be executed per day [7]. Nevertheless, the effort required to execute a test or a test suite can vary a lot, increasing the error of the capacity estimation. This fact makes difficulty the test execution capacity estimation.

In this work, we consider test execution capacity as the volume of test (in execution points) that can be executed per day. In a simplified way, we calculate the capacity of a test execution team as shown in (2), multiplying the available manpower (man-hours per day) by the team productivity (average number of execution points executed per man-hour):

\[ \text{Capacity} = \text{ManpowerPerDay} \cdot \text{TeamProductivity} \]  

(2)

The result of this expression is the average number of execution points that can be executed per day with a given manpower (number of available testers x working hours per day) and team productivity. When we have to consider very different test teams productivities or
when test environments can change significantly over time (network availability, time pressure, etc.), the estimation error of the capacity model is higher due to all these uncertainties. To deal with these situations, we can simulate the capacity model.

Model simulation is a useful technique to simulate real situations (model inputs) in order to verify the system behavior (model output) in those situations [15]. For simulating a model, a random value is generated for each input variable (team productivity, number of tests, etc.). These random values are usually chosen according to probability distributions, which basically describe the possible values of a variable and their probabilities to occur. The probabilistic distributions used in a simulation can be defined by using expert judgment or historical data. Examples of common probabilistic distributions are the normal and the triangular probabilistic distributions.

After generating random values for the model inputs, we calculate the expected test execution capacity for that simulated scenario. This process is repeated several times. At the end, the simulation shows descriptive statistics of the observed capacity, such as the minimum, mean, median, mode and maximum capacity calculated during the model simulation. Finally, we can use the frequency of each observed capacity during the simulation to calculate its probability to occur. In this way, it is possible to calculate the probability of having our real capacity between a lower and an upper limit.

5. Empirical Results

In this section, we overview the results of an empirical study, which main goal was to analyze and compare the accuracy of test execution effort estimates calculated by using historical execution times (a simple and common estimation method used in practice) and by using execution points. Based on this goal, we defined the research question and research hypothesis of this study as follows:

**RQ:** What is the impact on estimation accuracy when using execution points instead
of historical execution times?

**RH:** We improve the accuracy of test execution effort estimates by considering the size and execution complexity of the tests given in execution points.

To answer our research question, we compared estimates from the model presented in Section 3.1 (test productivity-based model) with estimates calculated by multiplying the number of test to be executed by the average time spent in the past to execute a test. We used a historical database of manual execution on the mobile application domain. The analyzed database has information about the execution of 319 different test suites (sets of related tests) used to test the features of different types of mobile applications. Table 1 presents descriptive statistics of the analyzed data.

<table>
<thead>
<tr>
<th>Test suite characteristic</th>
<th>Mean</th>
<th>Median</th>
<th>Min</th>
<th>Max</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of tests</td>
<td>48.55</td>
<td>57</td>
<td>15</td>
<td>104</td>
<td>21.37</td>
</tr>
<tr>
<td>Execution points</td>
<td>14,935.12</td>
<td>15,553</td>
<td>6,086</td>
<td>28,174</td>
<td>4,641.48</td>
</tr>
<tr>
<td>Effort (hh:mm)</td>
<td>07:05</td>
<td>06:56</td>
<td>02:28</td>
<td>14:40</td>
<td>02:35</td>
</tr>
</tbody>
</table>

For measuring the execution points, we used the characteristics and weights for the mobile application that were identified in [8] through a Delphi panel with test experts. We used the two estimation approaches to estimate test execution effort of previous test projects (historical database) in a ten-fold cross-validation analysis.

During the cross-validation analysis, we observed a reduction (from 49.49% to 66.02%) of the Mean Magnitude of the Relative estimation Error (MMRE) and an increase (from 20.83% to 93.75%) of the average percentage of estimates that were within 25% of the actual values (PRED(.25)), two measures commonly used to assess estimation accuracy. We used a paired t-test to reject our null hypothesis (p-value<0.001, $\alpha = 0.05$), which says that the mean accuracy of both estimation approaches are the same according to MMRE. Table 2 shows the accuracy improvement achieved by the use of execution points during the cross-
validation analysis.

Table 2: Accuracy improvement achieved by using execution points (EP) against of using historical execution times (HET).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.30</td>
<td>0.12</td>
<td>60.37%</td>
<td>0.50</td>
<td>0.97</td>
<td>93.75%</td>
</tr>
<tr>
<td>2</td>
<td>0.28</td>
<td>0.11</td>
<td>60.65%</td>
<td>0.59</td>
<td>0.94</td>
<td>57.89%</td>
</tr>
<tr>
<td>3</td>
<td>0.27</td>
<td>0.12</td>
<td>53.83%</td>
<td>0.53</td>
<td>0.94</td>
<td>76.47%</td>
</tr>
<tr>
<td>4</td>
<td>0.28</td>
<td>0.10</td>
<td>66.02%</td>
<td>0.72</td>
<td>1.00</td>
<td>39.13%</td>
</tr>
<tr>
<td>5</td>
<td>0.30</td>
<td>0.14</td>
<td>52.70%</td>
<td>0.63</td>
<td>0.81</td>
<td>30.00%</td>
</tr>
<tr>
<td>6</td>
<td>0.36</td>
<td>0.17</td>
<td>53.00%</td>
<td>0.63</td>
<td>0.84</td>
<td>35.00%</td>
</tr>
<tr>
<td>7</td>
<td>0.30</td>
<td>0.11</td>
<td>64.11%</td>
<td>0.56</td>
<td>1.00</td>
<td>77.78%</td>
</tr>
<tr>
<td>8</td>
<td>0.30</td>
<td>0.12</td>
<td>58.91%</td>
<td>0.75</td>
<td>0.91</td>
<td>20.83%</td>
</tr>
<tr>
<td>9</td>
<td>0.33</td>
<td>0.12</td>
<td>62.93%</td>
<td>0.56</td>
<td>0.88</td>
<td>55.56%</td>
</tr>
<tr>
<td>10</td>
<td>0.31</td>
<td>0.15</td>
<td>49.49%</td>
<td>0.68</td>
<td>0.90</td>
<td>33.33%</td>
</tr>
<tr>
<td>Avg</td>
<td>0.30</td>
<td>0.13</td>
<td>58.20%</td>
<td>0.61</td>
<td>0.92</td>
<td>51.97%</td>
</tr>
</tbody>
</table>

During our study, we verified that the cost to identify the relevant system characteristics and to define the guidelines for using our model was low. The Delphi assessment took four hours of six experienced testers. We also analyzed the correlation between the execution points of the tests, number of tests and the effort to execute them. The linear correlation between effort and execution points was significative, achieving a Pearson’s correlation of 0.888 (p-value<0.001). This number was larger than the correlation between effort and number of tests, which was 0.792 (p-value<0.001).

This study has some limitations and threats to validity. First, we did not consider the variation that can occur when changing the group of experts used to define test characteristics, guidelines, weights, etc. As a consequence, we do not know if this variation can significantly change the observed results. In addition, we used historical data that may be affected by some uncontrolled factors, such as test environment conditions, time pressure, etc. Although the cross-validation reduced the impact of these factors, more precise results can be achieved by controlling all relevant factors.
6. Related Work

Test Point Analysis [5] is a method for estimating the effort required to perform all functional test activities. This model estimates the effort required for all test activities together, such as defining, implementing and executing all the tests, which is not appropriated for our context. For instance, when it is not possible to execute all tests due to time constraints, it is important to estimate the effort to execute only the selected subset of tests.

The existing approaches, such as COCOMO [4] and FPA [3], are usually based on the size of the software under development and their estimates are for the whole development cycle (with some breakdown). For this reason, it is difficult to estimate the effort required to execute tests. In our approach, estimations are made based on test specifications instead of project requirements. Also, the definition of relevant characteristics, their values and their weights are defined by test experts, as it occurred with the FPA approach. With respect to the COCOMO II model (2000), it was calibrated by combined expert opinion (Delphi panel) and historical data (regression analysis). A similar calibration approach can be used to define the weights considered by our execution points measurement method.

7. Conclusions

This work proposed and evaluated a measure, called execution points, for test size and execution complexity that is measured directly from test specifications written in standardized natural language. Execution points is meant for estimating test execution effort and also for comparing tests. For instance, under the same environment conditions, a test assigned with 1000 execution points should require approximately twice the effort needed to execute a test assigned with 500 execution points.

In addition, execution points should allow us to better compare manual test execution productivity and capacity. It can be difficult to evaluate team capacity or tester productivity only based on the number of tests executed per day, since the tests may vary a lot in size
and complexity. For example, a tester that executed 5 tests rated with 500 execution points each one should be faster than other tester that executed 15 tests rated with 100 execution points during the same amount of time.

In this paper, we also presented estimation models for manual test execution effort and capacity based on execution points. Our empirical results suggest the viability of estimating manual test execution effort based on execution points, supporting our research hypothesis. However, more empirical studies should be executed to support the hypothesis that execution points is a good predictor for test execution effort. Also, we did not evaluate the presented test execution capacity model. Nevertheless, we achieved interesting results using a similar capacity estimation model in previous work [7].

During our empirical study, evaluations of similar test steps were reused, since their execution complexity could be determined only by analyzing the main verb of each sentence (test step). However, if we had noticed that arguments (data input, etc.) of some verbs also have significant impact on test execution effort (application response time, etc.), they could be considered during the test step evaluation.

It was possible to automate all steps of our estimation approach, except the evaluation of the first occurrence of each different test step (verb). Reducing the cost to use our approach, this automation is also important for supporting the development of new test generation and test selection tools that maximize requirement coverage and minimize execution effort. More details about the automation of our estimation approach are presented in [16].

We believe that the approach presented in this paper can be used to estimate the effort spent in other testing activities. For estimating test setup effort, we need to identify the relevant characteristics related to this activity, define guidelines, weights, etc. For estimating the effort to design the test specifications, the estimation models presented in Section 3. can be adapted to use a measure of the size and complexity of software specifications (function points, etc.). Nevertheless, the effort demanded by this activity is usually smaller than the execution effort, mainly when considering regression testing. Also, the effort of test design
can be reduced by using model-based testing approaches [17].

Finally, other models can be created by extending the ideas presented in this paper: combine test coverage and execution points to perform test selection; use other characteristics and cost drivers to estimate test automation effort; add new characteristics and cost drivers relevant to estimate the effort to execute automated tests; combine test execution and test automation effort estimates with other variables (expected test execution frequency, deadlines, etc.) to support prioritisation of tests for automation.
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