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Abstract

In competitive markets, test teams should be able to estimate the required effort to perform their test activities on the schedule. In this paper, we present a test execution and a test automation effort estimation model and their use for test selection.

All these models are based on the test specifications written in a controlled natural language. This characteristic may allow us to have better estimation accuracy, even for tests never executed before. The evaluation of these models and some additional benefits to industry are also discussed in the paper.

1. Introduction

In competitive markets (e.g., the mobile phone market), companies that release products with poor quality may quickly lose their clients. In order to avoid this, companies should ensure that product quality has conformed to its client expectation. A usual activity performed to ensure quality is software testing.

Software testing is been considered so important that organizations can allocate teams exclusively for testing activities. In such situations, test teams should be able to estimate the required effort to perform their test activities on the schedule and to request more resources or negotiate deadlines when necessary.

Several software development estimation models have been proposed over the years. Function Point Analysis (FPA) and COCOMO are examples of models used for estimating the effort to develop software products based on its characteristics. Regarding tests, Test Point Analysis is a model similar to FPA used for estimating the effort to define, develop and execute functional tests.

However, these models do not estimate the effort to execute or automate a given set of test cases, since their estimations are based on development complexity instead of execution complexity. For this reason, estimates are usually made only based on expert judgment and historical data, which generally leads to a lack of precision.

In order to estimate the execution or automation effort of a given test case or test suite, we propose test estimation models that regard test size and complexity measured from its specification written in a controlled natural language [6][12].

This paper is organized as follow. In Section 2, we present related works and explain why they are not appropriate for test effort estimation. Hence, Section 3 states our main research hypotheses. After that, Section 4 introduces a test specification language considered by this work. Then, Section 5 describes our proposed test effort estimation models and Section 6 shows how to evaluate them. Finally, we present some conclusions in Section 7.

2. Related work

During the last few decades, several models and techniques were created for estimating size and effort on software development. The surveys presented in [8] summarize the software estimation evolution so far.

Some of the related and renowned software estimation models are discussed here. The first model discussed here is Function Points Analysis (FPA) [4]. FPA gives a measure of the size of a system by measuring the complexity of system functionalities offered to the user. The size of system is determined in function points (FP), a unit-of-work measure, and this count is used for estimating the effort to develop it.

The Use Case Point Analysis (UCP) [9] is an extension of FPA and estimates the size of a system based on use case specifications. Both UCP and FPA regard the development complexity of a system, while
our proposed model regards the size and execution complexity of test cases.

The Constructive Cost Model (COCOMO) [3] converts size metrics such as FP and SLOC (source lines of code) into effort estimation for developing systems. Its formula uses effort multipliers and scale factors, and their values are defined according to the characteristics of the development environment, teams and processes used in the project.

Similar to UCP, Test Point Analysis [10] is a method for estimating the effort required to perform all functional test activities based on use case points. This model estimates the effort required for all test activities together, such as defining, implementing and executing all the tests. For example, it is not possible to estimate only the effort to execute test cases that were automatically generated.

In big software development companies, test teams are usually required to test different parts of one or more applications at the same time. In this context, we need a model to estimate the effort to execute any given subset of tests of any application in development.

3. Research hypothesis

We formulate our research hypotheses as presented next:

- The effort to execute tests can be accurately estimated based on the test specifications and risk factors.
- We can find the best test suite to execute by analyzing test coverage and execution effort.
- The effort to automate tests can be accurately estimated based on the test specifications and risk factors.
- The best test selections for automation are the ones that have higher manual execution effort and smaller automation effort when considering their expected frequency of execution.
- Test effort estimation models regarding the test specifications and risk factors are more accurate than models only based on historical data.
- It is possible to have test effort estimates automatically calculated with minimal human interaction when using estimation models based on test specifications and risk factors.

4. Test specification language

Test specifications are commonly written in natural language [5], leading to problems such as ambiguity, redundancy and lack of writing standard, which difficult not only the test execution, but also its complexity estimation.

However, the problems can be reduced using controlled natural languages. A controlled natural language (CNL) [12] is a subset of natural language with restricted grammar and lexicon in order to have sentences written in a more concise and standard way.

This restriction reduces the number of possible ways to describe an event, action or object. The test specifications considered by this work are written using a CNL described here. In a simplified way, each sentence (test step) in the specification conforms to the following structure: a main verb and zero or more arguments.

The verb identifies the action of the test step to be performed during the test. The arguments provide additional information about the action represented by the verb. For instance, the phrase “start the message center” has the verb start (action of starting an application) and the required argument the message center (application to be started).

The CNL can have its lexicon and grammar extended for specific application domains. For example, the list of possible verbs and arguments may be different between the mobile and the Web application domains.

The context of this work is related to testing mobile applications for Motorola Brazil Test Center site at the Informatics Center/UFPE. Hence, the considered controlled natural language in this paper reflects this domain [12] [6]. Although not essential, the use of CNL in test specifications is recommended when using the test estimation models presented next.

5. Test estimation models

The main goal of this research is the development and evaluation of estimation models for:

1. Manual test execution effort;
2. Test coverage vs. execution effort analysis;
3. Test automation effort;
4. Cost-benefit analysis for prioritizing manual tests to be automated.

The development of the first two models is already in progress. We aim to create the estimation models regarding the following characteristics:

- Accurate estimates;
- Based on the test specifications in order to be applicable to any given suite of functional test cases;
• Based on risk factors (team experience, test environment, tested product, etc.);
• Good performance for existing tests and for new ones;
• Easy of automation.

The details about these test estimation models are presented next.

5.1. Manual test execution effort

In this section, we present a test effort estimation model developed during our research [1][2]. As illustrated by Figure 1, the input of our estimation model is a test suite and the output is the estimated effort in man-hours required to execute all tests in the suite.
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**Figure 1. Overview of the test execution effort estimation model.**

Our test execution effort estimation model works as follows. First of all, (1) we individually analyze the test cases existing in the suite. During these analyses, (2) we assign for each test case a number of execution points, a unit of measure defined in this work for describing the size and execution complexity of test cases. This number is useful for comparing test cases. For example, considering the same environment conditions, a test case assigned with 1000 execution points should require twice the effort needed to execute a test case assigned with 500 execution points.

After that, (3) we sum all the execution points measured from the analyzed test cases. This total describes the size and execution complexity for the whole test suite. Finally, (4) we estimate the required effort in man-hours to execute all tests in the test suite based on the total number of execution points. In this last step, we use test productivity or risk factors (similarly to COCOMO) to do the effort estimation.

Step 2 is also detailed in Figure 2. First, (a) we individually analyze each test step of the test specification. We analyze each test step according to a list of characteristics (C1 to Cn). Each characteristic considered by the model has impact in the size and execution complexity of the test and (b) this impact is rated using an ordinal scale (Low, Average and High).
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**Figure 2. Step 2 in details.**

After that, (c) we assign weights (execution points) for each characteristic according to its selected value. To calculate the total number of execution points of a test step, (d) we sum the points assigned for each characteristic. Then, (e) we measure the size and execution complexity of a test case by summing the execution points of each one of its test steps.

Our proposed test execution effort model should be configured according to the target application domain in order to maximize the estimates accuracy. For instance, the list of characteristics (C1 to Cn) and their number of execution points assigned to use depend on the target domain. This model configuration is done by expert judgment or by running empirical studies.

5.2. Test coverage vs. test execution effort analysis

When executing tests, it is important to achieve the highest possible level of test coverage [13]. Nevertheless, in practice, the resources are limited and it may not be possible to execute all test cases as desired. Then, the tester has to select a subset of tests to execute.

Some times it is possible to know the contribution of each test case for the test coverage before executing them, such as when using some Model-based testing (MBT) approaches [11]. Using our proposed test effort...
estimation model, it is also possible to know the effort to execute each test case individually.

In this context, we are investigating the ways to select the best set of tests to execute. For instance, the test selection can be supported by a tool that generates graphs such as the one shown in Figure 3. In this sample graph, each dot represents a test case. In general, tests with high coverage and low effort to execute are good candidates for selection.

5.3. Test automation effort

Another important and time-consuming activity is test automation. In general, automated tests are cheaper to execute, since they usually require few human interaction. For instance, a tester can control the execution of several automated tests at the same time. In addition, automated tests can be schedule to be automatically executed at night or on the weekends.

Nevertheless, test managers must consider the cost to automate the tests. For this reason, we intend to create an estimation model for test automation effort. This other proposed estimation model is also based on the test specifications written in CNL.

In this way, we need to identify the list of characteristics and risk factors that are relevant to estimate test automation effort.

5.4. Test automation vs. manual execution analysis

Although test automation has a lot of benefits, it may not be possible to automate all test cases. One of the main reasons is the cost of automation. The automation effort must be paid by its resulting benefits. In this research, we intend to create tools that combine the outputs of both test execution and automation effort estimation models and other relevant information in order to support test selection for automation.

For instance, the tester can select tests to automate by analyzing the effort to execute and to automate each test using graphs, as the sample shown in Figure 4. In addition, the model will regard other variables such as the expected test execution frequency and the available time to automate the tests.

6. Empirical studies

In order to evaluate the proposed estimation models, we plan to run some empirical studies. For the test execution estimation model, we have the following studies:

Expert judgment – the use of expert judgment through a Delphi panel to create a first version of the test execution effort estimation model. We already did this panel with six testers and we achieved a consensus in two to four rounds per question about the list of characteristics and risk factors to consider in the estimation model, as well their influence levels and weights according to the mobile application domain.

Experiment – almost 200 test cases of 3 different features were executed by 6 testers in a controlled environment. We evaluated the accuracy of the estimation model through a three-fold cross-validation.

Case study – the model will be used for 6 months by 4 test teams in context of the Informatics Center/UFPE and Motorola partnership. The achieved accuracy will be verified and compared to the one based on historical test productivity.

A similar sequence of empirical studies should be run in order to evaluate the test automation effort estimation model. The test coverage vs. test execution effort analysis and the test automation vs. manual
execution analysis will be evaluated during the planned case studies.

7. Conclusions

In this paper we presented our main research hypotheses related to test effort estimation models. These hypotheses are related to the research of estimation models for test execution and automation effort and prioritization.

We presented the estimation models for test execution and test automation effort estimations and their use for test selection.

All these models are based on the test specifications written in a controlled natural language. This characteristic support a better effort estimation to execute or automate any given set of test cases, even for tests never executed before.

The test execution effort estimation model was presented in more detail. We have started a sequence of empirical studies to evaluate it. The other models are at initial stages of research.

The expected results of this work have several additional benefits to industry. For instance, the use of our models also promotes the use of a standardized test specification language, reducing ambiguity and other types of problems.

Also, measures of test cases (such as the number of execution points) support a better capacity specification and testers productivity comparison. For instance, it is difficult to evaluate team capacity or tester productivity only based on the number of tests executed per day, since the tests may vary a lot in size and complexity. However, we can better state our capacity and compare test productivity using execution points, since it is a generic unit of work.
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