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Abstract

It is important for a company to know if it is able to attend the clients' requests on time and according to their expectations, mainly in competitive markets. A usual activity performed to ensure quality is the test activity. Software testing is been considered so important that organizations can allocate teams exclusively for test activities.

In this context, it is important that test managers know the capacity of their test team. This paper defines a capacity model for test execution teams and presents the use of simulation technique for estimating teams capacities for executing tests in mobile applications. We also report our experiences using this model in an organizational setting.

1. Introduction

The quality of a company is not defined just observing the quality of its products. There are several other characteristics that influence on how the clients perceive the company quality. An important one is the company’s ability to attend client requests on time. Therefore, it is important for a company to know if it is able or unable to attend the clients’ requests according to their expectations.

Functional test execution, for example, is an important activity to ensure product quality. Since it is generally done at the end of the development cycles, it should not be a bottleneck in the process. Actually, organizations can allocate teams exclusively for test activities. In particular, test execution teams should be properly planned in order to be able to execute the necessary tests on the requested time and without having idle resources.

Several software development estimation models have been proposed over the years, such as the Constructive Cost Model (COCOMO) \cite{1} and the Function Point Analysis (FP) \cite{2}. However, none of these models estimate specifically the required effort for test execution activities, but generally for the whole development effort.

These models also estimate the required effort based on the product characteristics. Nevertheless, we usually do not know previously these characteristics, so as we cannot use these models alone to estimate a team capacity. A solution for these cases can be simulating possible situations and verifying the team performance \cite{4}.

In this paper we define a capacity model, present the simulation technique and use them to estimate the capacity of test execution teams. In Section 2, we define a capacity model for test execution teams. Section 3 presents the capacity model simulation. Then, Section 4 presents the use of our capacity model in an organizational setting. Finally, we present related works in Section 5 and our conclusions in Section 6.

2. Test execution capacity model

During the work presented here, we wanted to investigate the current capacity of test teams for executing test cases. We measure the capacity of a test execution team by the number of test cycles that can be executed per day. A test cycle is a group of test cases selected according to some criteria. For example, a test cycle can be created to group all tests required to cover a feature that has been modified.

The capacity of an execution test team considered here is determined by the number of test cycles executed per day. In a test cycle, the number of tests and the time required to execute them are usually different and unknown. This fact makes difficult the capacity estimation.

In order to calculate the capacity of a test execution team for executing test cycles, we divide its available manpower (man-hours per day) by the effort required to execute a test cycle (hours per test cycle).
Capacity = \frac{\text{ManpowerPerDay}}{\text{EffortPerCycle}}

The result of this expression is the number of test cycles executed per day. The available manpower per day for executing tests is obtained multiplying the number of testers by its working hours per day:

\begin{align*}
\text{ManpowerPerDay} &= \text{NumberOfTesters} \cdot \\
& \quad \text{WorkingHoursPerDay}
\end{align*}

The number of testers is usually a constant, as well the working hours by each tester. For obtaining the effort required to execute a test cycle, we sum the time spent (in hours) in environment setup and test execution activities:

\begin{align*}
\text{EffortPerCycle} &= \text{EnvSetupEffort} + \\
& \quad \text{TestExecutionEffort}
\end{align*}

The effort required to execute a test cycle is obtained multiplying the team productivity (average time in hours required to execute a test case) by the number of test cases in the test cycle:

\begin{align*}
\text{TestExecutionEffort} &= \text{TeamProductivity} \cdot \\
& \quad \text{NumberOfTestCasesPerCycle}
\end{align*}

In this model, we do not detail how the environment setup effort is calculated. When creating a model, the level of details to be used should be established carefully. More details do not necessarily mean precision improvement. When detailing an activity, you can loose precision when forgetting to include some internal steps that directly affect the total effort or when the process is not clearly defined.

The cost to measure the effort of internal steps should also be considered before deciding to include them in the model. SIPOC diagrams, top-down charting and other process mapping techniques [8] can support a better understand of the process and its inputs in order to build new models.

With the presented model, we can estimate the capacity of a test execution team. However, in order to use this model, we must know the team productivity, the number of tests per cycle and the time required to setup the test environment. These values are not constants for every test cycle. The team productivity and test environment setup, for instance, can change according to environment characteristics that also change over time, such as network, time pressure, etc.

If you have historical data, you can analyze it and extract some representative measurements of the data. The most common and easy to calculate is the mean. Unfortunately, some times the means do not represent a data set appropriately as we wish, especially when the data are not symmetric.

In addition, a worst situation occurs when you do not have historical data. In this case, you have to guess all these values. In the next section, we overview model simulation, a technique used to minimize the problems listed here, supporting the choice of the more appropriate values to be used as input for our model.

3. Model simulation

A model is an abstract representation of a system that shows the relations of system inputs and outputs. Model simulation is a useful technique to simulate real situations (model inputs) in order to verify the system behavior (model output) in those situations. Model simulation is commonly used to predict the performance of a system or to compare system alternatives [4]. In particular, the Monte Carlo method [3] is used for simulating a model using probabilistic distributions.

When defining a model, some of its inputs may have fixed values, such as the number of days per year. For all others inputs, we must indicate what are its possible values and their probability to occur using probabilistic distributions. A probabilistic distribution is a function that assigns probabilities to events occur [3]. In our case, the probability that each input values occurs.

The normal distribution is the most common probabilistic distribution, where we have the mean and a standard deviation delimiting most of the values variation. Most of time, defining the probabilistic distribution of a given input is not an easy task. It can be done by intuition or using tools to fit the most appropriated distribution. The skewness and the kurtosis, for example, are measures that respectively indicate the lack of the data symmetry and whether the data are peaked or flat relative to a normal distribution. For instance, a normal distribution should have skewness near zero and a kurtosis higher than 3.

When using intuition instead of data analysis, there are several probabilistic distributions defined with their applicability. For instance, the Poisson distribution [9] can be used to express the probability of a number of events (software defects, for example) occurring in a given time interval. On the other hand, when using the statistical tools, a set of historical data is required.

The simulator works as follow. For each input, a random value will be generated according to its probabilistic distribution, representing a possible situation. After that, the model will generate output values, called forecasts, as a response for the simulated input values. This process is repeated by a configured number of times or until achieving a statistical
confidence level for its results. Finally, the simulator is ready to present charts and other information about the generated values.

The next sections present the simulation of our test execution capacity model and a test based on historical data.

3.1. Simulating the test execution capacity model

In our study, we estimated and validated the capacity of one test execution team. During this work, we selected a simulator tool and configured it with our model. For inputs with fixed values, such as the working hours per day and the current team size, we simply set these fixed values. For the other inputs (number of test cases per cycle, team productivity, and environment setup effort), we had to analyze them and define their probabilistic distribution.

For the number of test cases per cycle, team productivity, and environment setup effort, we defined their probabilistic distribution based on historical data. We had access to 5 months of test execution data. We separated this historical data into two parts. The first 3 months of data was used to define the probabilistic distributions of each input, and the last 2 months of data we used to calculate the real achieved capacity in order to test the estimated capacities generated by the model simulation. A more elaborated cross-validation technique [6] could be used to avoid bias, but we did not use it due to its cost and since we verified a stable process during the analyzed period.

During the analysis of the historical data, we verified its precision and consistence, keeping attention on the outliers [8], observations with values very different from the rest of data. When an outlier is an event that is not part of the normal process, it must be removed from the analysis. The process should also be improved in order to remove or minimize the chance of this special cause occurring again.

After we verified the data consistence and removed outliers, we used the simulation tool to fit and test the more appropriated probabilistic distribution. The team productivity and the environment setup effort fitted the normal distribution. The number of test cases per cycle, in its turn, fitted the lognormal distribution [9]. As these distributions were found by analyzing real measures, we just validated them graphically using expert intuition.

We also have to define the forecasts, representing the values we want to estimate. In our model, only the capacity variable was defined as a forecast, since it is the information we are interested in estimating. Finally, we set the simulation to run at most 5000 trials and to use a confidence level of 95%. When achieving this confidence level, running more trials will probably not change significantly the results. We then started the simulation and analyzed the results.

In Figure 1, we can see the values generated by the simulator tool for the productivity variable, according to its defined probabilistic distribution. The figure shows the distribution curve and the frequency (probability) of each generated value. The capacity values are irrelevant here and were hidden due to information safety. The simulator ran 4995 trials and achieved the configured confidence level.

For each trial, the tool calculates a capacity value. All generated capacity values are then summarized in a chart (see Figure 2).

Now, we can consider the mean or the median of the capacities generated in each trial as our estimated team capacity. We can also consider other possibilities, as such the most probably capacity value or the capacity that achieves a specific certainty level. Regarding to the certainty level, the median achieves approximately 50% of certainty, as approximately 50% of the generated capacities are smaller and the others are larger than it. For the analyzed data, the mean gave us 37% of certainty, indicating that in approximately 37% of the trials, the achieved capacity was at least the mean value.
Other measures presented by the tool, such as standard deviation, variance and range, they are useful to make the decision of which value to choose for the team capacity. In addition, the simulator also presents the contribution of each input to the variation of the generated values. This last information can be useful to identify points to investigate and improve the process in order to reduce variability and increase precision.

3.2. Testing the capacity model simulation

The precision of a simulation model is measured by the closeness of its outputs to that produced by real systems [3]. In order to test our capacity model and the use of simulation, we compare the estimated capacity with the real number of test cycles executed per day obtained from the last two months of the analyzed historical data.

While analyzing the historical data, we verified that overtime occurred in specific dates. As we want to know what is the capacity to execute test cycles without needing overtimes, we consider a reduced number of test cycles executed per day. The reduction was done proportionally according to the verified overtime. We also disregarded the data about two days that have suffered effect of special causes. At the end, we had the capacity achieved on each day and the mean for the whole period.

We then compare the real observed capacities with the estimations generated by three different approaches using our capacity model: use of historical means as model inputs; use of simulation and considering the mean of the generated capacities; use of simulation and considering the median of the generated capacities.

Table 1 summarizes the comparison results, showing the percentage error between the real capacity (mean of the whole period) and the estimated capacity according to each estimation approach. It also shows the percentage number of days that achieved a smaller capacity than the estimated.

As we can see, all approaches resulted in smaller capacities than the real one verified for the whole period. Although considering the estimated capacity as the mean of the capacities generated by simulation resulted in the smallest error for the whole period, there are several days in the historical data that do not achieved that estimated capacity.

On the other hand, the approach without simulation resulted in the largest error for the whole period, but all days in the historical data achieved at least this other estimated capacity. Considering the estimated capacity as the median of capacities generated by simulation, in its turn, resulted in an intermediate error when compared with the other approaches.

### Table 1. Estimated and real capacities comparison summary for the experiment.

<table>
<thead>
<tr>
<th>Estimation approach</th>
<th>Estimation compared to the real capacity</th>
<th>Number of days with smaller capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without simulation, using means as input.</td>
<td>43.27 % smaller</td>
<td>0.00 %</td>
</tr>
<tr>
<td>Estimation considering the median of capacities generated by simulation.</td>
<td>34.47 % smaller</td>
<td>8.11 %</td>
</tr>
<tr>
<td>Estimation considering the mean of capacities generated by simulation.</td>
<td>11.73 % smaller</td>
<td>35.14 %</td>
</tr>
</tbody>
</table>

4. The capacity model in an organizational setting

The customers of test execution teams are, in general, development teams or other internal teams from its organization and partners. Since the applications should pass the tests before going to the market, the test execution teams take a lot of pressure to execute the tests quickly. It is a big challenge to negotiate more resources or more time to perform the requested tasks. This challenge is even bigger when you are based only on opinions, instead of analysis and observations.

In this work, we used the presented model and the simulation technique for supporting the planning of a test execution team for mobile applications. This test execution team works for Motorola Brazil Test Center site at the Informatics Center/UFPE and its historical data were used for simulating and testing our capacity model, as shown by Sections 3.1 and 3.2.

The main use of the estimated capacity using our approach was to verify if the team capacity were sufficient for reaching the customer requirements. Although the occurred overtimes had indicated that the team was overloaded, it was difficult to quantify the overload. The estimations provided by our capacity model confirmed the overload and provided information about how much overloaded the team was. This quantification is done observing the difference between the requested and the estimated capacities.

The capacity estimations highlighted necessities and limitations of the test execution team. These necessities and limitations were used together with other information during schedule negotiations. We observed that the team requests for new resources and schedule reviews were more easily justified and
accepted when using information based on the statistical analysis.

For almost two months, the test execution team performance was monitored. At the end of this period, a significant number of its testers were moved to other teams and new testers were incorporated. These changes had modified the team productivity and the simulation model did not capture it automatically. In order to do that, the input probabilistic distributions should be reviewed and adapted to the new situation.

While monitoring the team performance, we investigated the causes of the lognormal distribution for the number of test cases per test cycle. We analyzed the data to verify if there were distinct groups of test cycles with different sizes. We easily demonstrated that using the histogram shown by Figure 3.

![Figure 3. Histogram of the number of tests per test cycle.](image)

In the histogram, we can quickly identify at least two distinct groups of test cycles apparently having different probabilistic distributions for its sizes. Time series plots and other charts suggested similar conclusion.

Supported by the expert intuition of the test team, we filtered and analyzed the data using the mobile technology, phone model, software stability and other attributes that could be correlated with the number of tests per test cycle. In this way, we identified the attributes that influenced the cycle size.

This information was useful to support process improvements. We also believe that this information can be used to refine our model.

5. Related work

A capacity model can be defined based on an effort model. There are several effort models available for software development. Some examples are the Constructive Cost Model (COCOMO) [1], the Function Point Analysis (FP) [2] and the Use Case Point Analysis (UCP) [5]. The COCOMO, in addition, has some extensions as COQUALMO, for quality prediction, and COCOTS, for off-the-shelf software integration.

Most of these models estimate the effort to execute a set of activities in the development process. The Test Point Analysis [7], in its turn, estimates the time needed to define and implement functional tests based on use case points. These models also take in consideration the characteristics of the products been developed or tested while doing the estimations.

The model defined here is specific to estimate the capacity to execute test cases in terms of test cycles, which is the motivation of this work. Our model also abstracts the characteristics of the test cases and the product being tested, as well some factors that may affect the team capacity (team experience, environment, training, etc.) and that the related models regards. This fact should be a problem only when these factors or the product characteristics change drastically.

We can define a new capacity model using these effort estimation models and simulate it. For example, we can consider the capacity to develop software as the division of the manpower per day by the effort to develop a product estimated using the FP analysis. Unfortunately, defining the probabilistic distributions for these detailed models can be very costly.

6. Conclusions

In this paper, we presented a test execution capacity estimation model and tested the use of simulation in order to improve the estimations precision. We tested this model using historical data and applied it for a mobile phone test execution team at the Motorola Brazil Test Center site at the Informatics Center/UFPE.

The use of means or medians of the generated capacities during the simulation allowed us to have a better precision considering the whole validation historical data. The simulator also gave additional information about the estimations precision through the certainty levels. Using higher certainty values, e.g. 80% or 95%, there will be more confident results about the minimal (or similarly the maximal) capacity that a test execution team can support.

In addition, the test execution capacity estimations provided by our model allowed us to present the test team necessities and limitations based on estimations supported by statistical fundamentals, important characteristic for justifying schedules reviews and new resources requests.

Although the results of this work suggest that we can achieve better precision using simulation, we cannot say in which situations this is true. In order to
do that, we need to apply this model in different test teams and to perform statistical tests to verify the results representativeness.

As the use of simulation requires we analyze the behavior of model inputs, it can help us to better understand and improve our processes. For instance, we identified attributes that influenced the number of tests per test cycle and we used this information for improving resource planning. Furthermore, the simulator showed the main source of variations, useful information for supporting process improvement.

A disadvantage of the simulation technique is that the precision of its results depends on the use of proper probabilistic distributions for variable inputs. Finding the correct probabilistic distributions may be a difficult task. It may require the availability of reliable historical data and validation through expert judgment.

Additionally, the probabilistic distributions are dependent on factors such as team experience, use of processes and tools, etc. When these factors change, model estimations may become invalid until we set proper probabilistic distributions for the new situation.

We also modified the presented capacity model in order to estimate the team size required to achieve a desired capacity. This information suggested the number of additional testers required for supporting the customer requests.

Some interesting investigations can extend the results discussed here. For example, we identified similar test cycles and organized them into groups according to some attributes. Including the probability distribution information about each distinct group in our capacity model may improve the estimations precision. We also believe that the use of simulation can be applied for models different from the presented here. For example, a software development capacity model can be defined and simulated in a similar way.
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